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Introduction

Data Collection

Data Preparation

Different non visual features were included in the model. 
Namely:
1. Price
2. Brand
3. Product features

Price has a huge impact on the sales of a product. To capture 
this influence in the model, price was quantized into 10 
buckets.

Brand affinity of a customer is an important factor that 
influences his purchases. Also, customers who like a 
particular brand tend to like other similar brands. So 1992 
brands were included as one-hot encoded binary vector. 

Product features are some important non-visual features 
extracted from the product title field (as bigrams). Most 
frequently used 4525 bigrams were used and included as 
one-hot encoded binary vector.

Modeling

Model ranking of user’s preference (rating) to products can 
be done as:

xu,i =  α + βu + βi + γu . γi

Where:

α  -- popularity of item, βu -- user tendency to rate things above the mean βi  -- 
item tendency to receive higher ratings than others, γu . γi --  ‘compatibility’ 
between the user u and the item i

This can be optimized using Bayesian Personalized Ranking 
(BPR) method. This model can also be extended to include 
visual (VBPR) and non-visual features (NVBPR) or a hybrid 
of both (HBPR) as: 

xu,i =  α + βu + βi + γu .γi + θu
T(E fi)+β′Tfi

Where:
θu

T(E fi) --  ‘compatibility’ between the user u and the visual features of item i
and β′Tfi   --  users’ overall opinion toward the visual appearance of item i

Performance Evaluations

We use the Area under the curve to evaluate our models:

Where:

The train/test/eval split is illustrated as below:

Findings
We ran our model on Amazon Women dataset and observed 
around 10% improvement in NVBPR AUC (compared to 
baseline BPR):

The NVBPR also addresses the cold start issue as it can be 
seen from the AUC curves:

We ran our HBPR model (VBPR+NVBPR) on Amazon 
women dataset see a persistent gain compared to the VBPR 
for all items as well as cold items as illustrated in the below 
AUC curves:

Scalability

Final Product

Conclusion and Future Work

Our first attempt at implementing the baseline model (BPR) 
was in pure Python which was not scalable due to long 
training times. We then examined Spark using the following 
architecture:

The Spark was very fast but the complexity of the 
implementation was high. We then examined Theano and 
TensorFlow and based on training time and the complexity of 
the implementation we picked TensorFlow as our platform. 
Here are the training times for different platforms:

A web based tool was created to demonstrate the ability of 
our Advanced BPR model. It visually displays product 
recommendations for a given user based on visual and non 
visual preferences.

Conclusions:
● Visual aspects of items bias users’ opinion toward them in 

some categories
● Non-visual aspects of items bias users’ opinion toward 

them in other categories
● Combination of these two can help build a performant and 

generic recommender system
● Scalability is crucial in recommender systems

Future Work:
● Tuning the current model

○ # of quantized levels of price
○ # of elements to use from product description
○ Use purchase frequency of a brand for a user 

● Incorporate item grouping (clustering similar items)
● Temporal dynamics to capture drifting price/fashion tastes 

over time

Amazon data was collected using a specially designed web 
scraper.  Over 142.8 million product reviews were scraped 
including their associated product pages and images.

Masters of Advanced Study in Data Science and Engineering

Amazon has a stringent anti-scraping policy and employs 
CAPTCHAs to discourage automated data harvesting.  
Dynamic User Agent strings were employed in combination 
with traffic data from w3schools.com was used to model page 
requests that reflect real-world traffic distributions. In 
addition, session isolation and clever cookie handling 
techniques were employed to impersonate a brand new 
Amazon user with each page request.  Also, all traffic was 
routed through a pool of proxies to for an additional layer of 
anonymization.

There are two traditional methods in recommender systems: 
Content-based and Collaborative Filtering Systems. Each have 
tradeoffs: content-based systems suffer the Pigeon Hole 
Problem, which Collaborative Filtering System suffer the cold 
start problem. While Collaborative Filtering systems generally 
perform better in practice, the cold start problem remains.. 
Through a hybrid combination of Content-based systems and 
Collaborative Filtering we propose to build a recommender w/ 
the performance characteristics of Collaborative filtering while 
mitigating the cold start problem.


